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Technical Approach



Figure 1: Raw image of a single frame from the sequence of the sign X, the skeleton of the

image produced by Openpose and the 3D body reconstruction of it produced by SMPL-X.

▪ Comparison of three methods for Independent Sign Language Recognition task:

▪ Raw Images: Feed a Conv3D-LSTM network with sequences of 175x175 frames.

▪ Openpose: Extract a 411-parameters 2D skeleton for each frame and feed each frame sequence   
into an LSTM network.

▪ SMPL-X: Extract a 3D body, face and hand reconstruction of 88 features for each frame 
and feed each frame sequence into an LSTM network.



▪ Evaluation on the Greek Sign Language Lemmas Dataset (GSLL) :

▪ Consists of two signers

▪ Each sign is repeated from 5 to 17 times.

▪ Contains 1043 different classes (signs). 



Results and Discussion



Table 2: Comparison of the three representations for sign classification: i) Raw

RGB images ii) Openpose 2D skeleton keypoints and iii) SMPL-X parameters.

▪ Main experiment:

▪ Conv3D-LSTM model (43 million parameters) declines significantly in performance with the
increase in different signs.

▪ Openpose (1.4 million parameters) and SMPL-X (0.7 million parameters) outperform the
convolutional model since they manage to eliminate the redundant information from each
frame.

▪ SMPL-X seems to outperform Openpose especially with the increase in the number of
different signs dictating that a more detailed and qualitative representation of the human
body is needed for the SLR task. While varying and more complex signs are being added to
the train set, Openpose fails to convey the small details that differentiate these signs, while
SMPL-X holds its accuracy almost fixed.



Table 3: Experiments with subset of features provided by SMPL-X.

▪ Ablation Study:

▪ We experiment with different subsets of SMPL-X parameters to point out the importance of
combining all three channels of information (body, face and hands) for SLR task.

▪ We train the LSTM network once without the facial expression parameters (jaw pose, left
and right eye pose, expression) (69 features), once without hand keypoints (64 features)
and once without body information (50 features).

▪ Indeed, omitting any of these three channels reduces the accuracy in the GSLL Subset
emphasizing on the importance of finding a qualitative method to combine them together.

▪ Interestingly, body seems more important than hands which can be attributed to the fact that
when few and simple signs are available, the sign can be mainly conveyed through the
movement of the arms while the hands are commonly remain straight.
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